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Abstract—This paper describes an approach for performing a
Connection Admission Control (CAC) function that is
investigated in the EuQoS system designed for praling QoS
over a heterogeneous, multi-domain network. The CA®lays a
key role in QoS provision since it limits the volune of submitted
traffic and, in this way, guarantees the assumed & level for
transferred packet flows. The CAC algorithms are asociated
with specific end-to-end Classes of Service (Co3h the EuQoS
system we define a set of CoSs that are supporteg the system.
Each CoS is designed for transferring data correspaling to
given type of applications (as voice, video-confemee, high data
transfer, video on demand etc.) with assuring approriate QoS
level, expressed in the form of packet loss ratianean packet
transfer delay and packet delay variation. To copevith multi-
domain network, the CAC is performed in many placesn the
EuQoS system. More specifically, the CAC is distribted
horizontally, among the different QoS domains, as el as
vertically, among Network Technology Independent (NIl) and
Network Technology Dependent (NTD) infrastructures
developed by EuQoS. NTD infrastructure allows CAC ¢ interact
with the underlying networks, such as WiFi, UMTS,
LAN/Etherent, xDSL, Satellite, and IP.

Index Terms—Connection Admission Control (CAC),
Heterogeneous Networks, Quality of Service (QoS),n8-to-end
QoS.

|. INTRODUCTION AND EUQOS ARCHITECTURE

HIS paper presents the Connection Admission Contr

(voice, video-conferencing, video streaming, telgieeering,
tele-medicine) over multiple, heterogeneous networls
WiFi, LAN/Ethernet, UMTS, xDSL, Satellite, and IPore
(12D).

In EuQoS system, each of considered QoS-aware
applications is mapped into an appropriate globaWgll-
known end-to-end class of service (CoS), with isdefined
QoS parameters as end-to-end packet delay, padssd, and
packet jitter. An application that wants to use #8Qo0S
system generates, so called, QoS request assouidtednd-
to-end CoS and the role of the CAC is to check et
available resources in the network.

The EuQoS architecture is depicted on Figure tofisists
of three layers that are: the Application layer tHetwork
Technology Independent (NTI) layer and the Network
Technology Dependent (NTD) layer ([3], [4]).

At the Application layer, EuQoS relies on well-aefd user
requirements, which are guaranteed by controlling a
adequate set of user-defined parameters. The EuQoS
signalling sub-system is based on QoS enhancenoértte
IETF Session Description Protocol (SDP) and the HET
Session Initiation Protocol (SIP). In the Applicati layer,
EuQosS tasks are: (i) to check the coherence betiieensers
and the codec types used by the applicationstdidequest
and check the availability of QoS requirements.

At the NTI level, EuQoS defines the Resource Marmge
BizM), which are the NTI devices. In current stadettee

(CAC) function for the EuQoS system designed fog,nos system specification, we assume that each QoS

providing end-to-end QoS over heterogeneous, rdoltiain

domain is managed by single RM device. The innweati

network. The EuQoS system is developed and impleden aspect in EuQoS approach is that RMs hold a NTI

by the IST EuQoS project. The key objective of ESQfL],

representation of the network. In this way, thecpoures and

[8) is to develop and demonstrate end-to-end QOZgorithms developed within the RMs are always saene

technologies to support advanced QoS-aware applsat
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At the NTD layer, EuQoS defines the Resource Alioa
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RM. On the one hand, NTD measures of the underlying
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collected to allow the RMs to build a NTI repressiun of
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commands (e.g., decisions on new traffic admissiophave
to be enforced by the RAs to properly set the uguhey
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Figure 1 — EuQoS Architecture

network devices (e.g., in provisioning processf$sfv flow
classification, scheduling priorities; in invocatioprocess:
packet marking, policing, ...).

The EuQoS project could be regarded as a contowati
the AQUILA', TEQUILA? and CADENUS projects, grouped

in IP Cluster inside 5.
achievements of these projects one can find in [13], [15],
respectively.

The paper is organized as follows. Section Il dbssrthe
overall CAC architecture. Section Il presents jonelary
implementation results. Finally, Section IV conasdthe
paper and presents the on-going and future work.

The CAC function plays a key role in providing etodend
QoS at the network level in EuQoS system. The Cii@itd
the traffic submitted to the network and, thankghiat, we can
assure the QoS as assumed for the packet levehe@ns
packet delay, packet jitter, packet losses). TheCGénction
is invoked by each new QoS request and connectileage.
The CAC decision about admitting or
connection depends on: the requested resourceayéieble
resources and the resources needed for servinginginn
connections.

The CAC function is strictly related to other ftinos
defined in EuQoS system. In particular,
Engineering and Resource Optimisation (TERO) fumctis
responsible for the routing process at the NTI Hayehere
traffic routes to be identified are among networkmains.

CAC ARCHITECTURE

! AQUILA - Adaptive Resource Control for QoS using #P-based
Layered Architecture, 5 European Framework, ProjectIST-1999-10077

2 TEQUILA — Traffic Engineering for Quality of Servide the Internet at
Large Scale — 5 European Framework, Project No.1$99-11253

3 CADENUS - Creation And Deployment of End-User SesidN
Premium IP Networks — 5 European Framework, ProjectlST-1999-11017

rejecting new

the Traffic

TERO function is also responsible for provisionimgtwork
resources, which are allocated to particular atdsservice in
specified network devices. Finally, the Monitoring,
Measurement and Fault Management (MMFM) function is
aimed at managing network measurements in ordeotator

IST Framework. The mairthe network resources and to discover the netwapbklogy

for supporting CAC and TERO functions.

CAC architecture is distributed horizontally, amotite
different QoS domains, as well as vertically, amaheg
Network Technology Independent and Network Techgwlo
Dependent infrastructures developed by EuQoS (sgard-
2). In particular, within a given QoS domain, diffat CAC
modules are present in the NTD and NTI layers:

The Call Controller is a part of the RM and is NTil.
manages the Service Level Specifications (SLS),
representing the QoS requirements of the connextion

The End-to-End and the Domain CAC are parts oRNe
and are NTI. The resources availability checking is
performed within the QoS-domain managed by the RM,
based on the domain representation contained biRrkhe
data-base (RM-DB).

The Underlying Network CAC (UN CAC) is a part okth
RA and is NTD. Following the QoS request comingyfro
Domain CAC (RM), UN CAC checks whether new
connection can be admitted or rejected, and thitsiba is
made by performing appropriate CAC algorithm. The
CAC algorithm can be different with respect to both
network technology (LAN, xDSL, UMTS, Satellite, WjF
IP) and type of class of service (e.g. real timen-real
time, etc.) [12].
The SLS are communicated to the RM of a certainalom
by using the Signalling and Service Negotiation Ny Path
defined in EuQoS. As shown in Figure 2, the Appiaa
layer signalling (ASIG) makes use of Enhanced QUB5(EQ-
SIP) messages. At the Application layer, the A-SSN
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Figure 2 — CAC modules and interaction with other E1IQo0S functions

A. Call Controller

module the SLS requirements. SLS management witien

domain is performed following the policy rules gdrin the
RM-DB and managed by a SLS management module. ~ > ] v
Given that the CAC manipulates QoS parameters HV-SSN module, which is responsible for the signgll

different levels, a certain number of SLS has haefimed:

In the next paragraph we describe briefly each GAB- SLS (e.g., bandwidth, delay
module shown in Figure 2. e ' |

The Call Controller, located in the RM, is in chargf the
coordination of all CAC sub-modules and interacithwhe

between peers RMs. Its principal functions are:

Management of all received requests with the pwrgos
reserve/release resources that will fulfil applmat
requirements.

Interaction with other CAC modules to perform glbba
admission control.

Transmitting signalling to peer Call Controllers tifie
communication passes through several domains; the
communication is performed by means of the EQ-NSIS

Different CAC modules use the above-defined SLSs: protocol ([6][S]), a NSIS (Next Steps In Signalling
The Call Controller moduleglescribed in Section II.A, modified protocol designed to carry EuQoS system

receives the SLS from the application level andtrais signalling_ messages. .
all CAC sub-modules by computing and communicating _Cornmumcatmg ‘_N'th the MMFM module n order 1o
thee- i-, d- andr-SLSs indicate the beginning, the end of connections,ther

The End-to-End CACgdescribed in Section II.B, iin detection of SLS violation. _
charge of checking whether we have end-to-end path Accessing the RM Database in order to insert, wpdat

between source and destination domains that sstitfie retrieve information. ,
QoS requirements of new connection The Call Controller can be triggered to check #mource

The Domain CACgdescribed in Section Il.Qyas two sub- availability in two ways: (i) by the A-SSN moduldava
modules, devoted to the control of the intra-donadnt request/response protocol, in the RM of the fishdin in the

and the inter-domain part by checking resource%ata path; (ii) by a peer Call Controller, via tBQ-NSIS

availability on the peer link. protocol, in all other cases.

Finally, the Underlying Network CAC (UN-CAC), A new QoS request re_celved _by the Call Controller
; : . . : module contains all needed information to resepsources
described in Section Il.Dreceives the appropriate SLS

) i ; . ) for user connections belonging to a certain session
information via the signalling module devoted tce th ging

s Particularly, the Call Controller requires two tgpeof
communication between RM and RA (RA-SSN). parameters: (1) QoS parameters specified by anterded

loss ration, jitter);.(2) stream
parameters that identify each data flow (e.g.,dBresses and

e-SLS the QoS parameters corresponding to the end-to-
end (multi-domain) part;

i-SLS the QoS parameters of the inter-domain part,

defined as the link between two domains; *

d-SLS the QoS parameters belongs to the domain
managed by the RM; *

r-SLS the QoS parameters given to the next RM.



ports for sender and receiver, transport protocobe used,
end-to-end CoS, ...).

The first operation performed by the Call Contmoleto
parse and split those parameters into end-to-er8I(BLSLS),
domain SLS (d-SLS) and inter-domain SLS (i-SLS)ee s
Figure 2. Afterwards, only in the first domain aittivates the
End-to-End CAC module in order to check if a pafthwhe
requested Class of Service is available from sender
receiver. If the path is available, End-to-End C#iggers the
Domain CAC module to check if domain resources a
available and if yes to make the related resermafiee deal
with a per flow reservation at this level). If thesponse is
positive, the Call Controller activates the RM-S&idule
(unless its RM is the last on the path) to sigredtmpeer Call
Controller. Once having a positive answer, it nesurtthe
acknowledgement to the entity that sent the reqi4eSISN or
peer RM) and stores the reservation information the
database. The Call Controller communicates alsd \the
MMFM module in order to inform it about the
start/termination of a connection.

In the case of a release request, the mechanigtaritical,
with the difference that the End-to-End CAC modigenot
activated. Presently, only requests for reserveratghse are
supported; in the final implementation, update esgs for
active sessions will be considered.

B. End-to-end CAC

End-to-end CAC is defined by checking if the network has

capabilities for admitting new connection, as dedesh by
QoS request. More precisely, we involve this modide

checking if from source to destination AS (Autonaso :

System) exists the EQ-path (Enhanced QoS path)chwhi

guarantees the requested QoS at the packet leves T

checking is performed only in source domain andyonl
positive decision about EQ-path availability alloeantinuing
invocation process. Otherwise, the process retamanswer
about rejection of new connection. Let us pay yattention
that according to the assumed framework for QoSigian in
EuQoS [4], a EQ-path supports a given end-to-eadscbf
service. Information about available EQ-paths withpect to
particular end-to-end class of service come fromRDE
function and, for this purpose, TERO engages EQ-BG
(Enhanced QoS Border Gateway Protocol) protocal M]
this part of the invocation process there is narimiation
about resources allocated on the EQ-path. Theretmly if
the decision about EQ-path availability is positilee next
steps of invocation process can be proceeding.

C. Domain CAC

As it was above mentioned, the Domain CAC consi$ts
two sub-modules, which are Inter-domain CAC andaint
domain CAC.

Inter-domain CAC. Even if the EQ-path exists, it may
happen that there are no available resources @n pith
because of running connections. As a consequencései
general case, when QoS paths exist, their capebililong
the paths can be quite different: the existendh®fequested
resources along the path, in the consecutive dderain links

has to be dynamically checked for the requests. imter-
domain CAC triggers RA.

Intra-domain CAC could be different for each domain
since different underlying networks are considerbdra-
domain CAC can apply to QoS domains or AS constitut
either by only an access network or by both ansscoetwork
and a related core network. It is quite difficudt define a
generic efficient solution for all considered by Gas
technologies. The choice of the solution and of
implementation has to be left as a technology dégen
matter. The decision has to be taken by the differe
technology providers, i.e. by the designers in glapof
providing the QoS inside a given domain. Thus, Hliea-
domain CAC has to trigger the RA, performs the oekw
independent CAC, and integrates the results.

D. UNCAC

During the session set-up phase, the Domain CA€afin
domain and Inter-domain CAC) invokes the RA (segpufé 3)
for performing the required actions at the techgplo
dependent layer that are necessary for admittirg rtbw
connection in the considered QoS domain. SinceRthehas
no information about the domain topology (intra anter-
domain), the Domain CAC module provides to the Ra list
of devices that are considered as bottlenecks. eldesices
for which the CAC is performed are the bottleneakshe
network, where we need to make the resource resamviar
assuring the QoS for given connection. When the reguest
arrives, the UN CAC process is the following:

RA Controller asks the CAC algorithm associatechvait
given class of service. For each underlying network
technology (e.g. WiFi, LAN/Ethernet, inter-domaink,
etc.), a specific set of classes of service shbaldefined,
which are mapped into end-to-end classes of service
CAC algorithm checks whether the amount of avadabl
resources (in RA-DB) is sufficient for serving new
connection.

its

re
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Figure 2 — RA architecture



¢ If the decision is positive then RA Controller aske
appropriate UN module to configure the involvedwaak

IV. CONCLUSIONS ANDFUTURE WORK

This paper presents the overall CAC architecture

devices for handling the new connection. ObViOUS'melemented in EuQoS system that is designed foviging

different mechanisms must be configured dependimg
the type of network device (e.g. IP router, LAN/&thet
switch, WiFi Access Point, etc...). Note that thiepsis
optional. For example, per flow QoS mechanismafiari
domain border routers will be not configured.

¢ In the case of negative decision, RA Controllemieates
the invocation process and sends this informatmithe
Domain CAC.

* RA Controller asks the appropriate IP Packet Maykin

module to configure packet marking in the involve
network devices.

e After receiving a positive answer from the UN magul
RA Controller inserts information about the newiaet

®0S in a multi-domain heterogeneous network enwiemt.
The CAC approach follows the EuQoS architecturet tha
assumes three-layer structure: Application, Network
Technology Independent and Network Technology Ddpeth
layers. It appears that to perform overall CAC weed to
implement CAC modules at each of these layers, amd,
addition, over each domain where the network laiger
considered. As a consequence, a variety of CACutesd
0(and algorithms) are engaged. This leads to a ecoogocess
required for establishing new connection. Despft¢his, a
working prototype of EuQoS system has been impléeten
and partially tested.

session in the RA-DB and sends confirmation to the NeXtstep is to simplify the CAC procedure keepimgnind

Domain CAC.

the scalability of the solution. This can be acbkiby forcing
the MPLS tunnels in the network.

UN CAC is also responsible of releasing the reservé®-9-

resources, when the session is terminated.

A proposal of CAC algorithms and method for cadting
the admissible traffic load of real time class efvice for
inter-domain peers is presented in [11].

This paragraph presents several aspects of CAC le®duii]
implementation [8]. A prototype of EuQoS architeetwas 2l
demonstrated at CER 2005 in Brussels [9]. The Resou 3]
Manager was implemented in Java [10], and the wigdéem
was tested using three kinds of applications: Visio
Conference, Video-on-Demand and a Medical Applicati 4

The demonstration scenario encompasses two EuQo
domains (WiFi and LAN), supporting three ClasseSeifvice [5]
(real time, non real time and standard) with gute QoS (6]
parameters.

The main functionalities of the CAC are already’]
implemented in the RM and RA prototypes. The Call
Controller is provided with full interface with ASN, end-to- (g
end CAC, domain CAC and RM-SSN. Moreover, it loads
the database information related to active/terrethatessions
for administration, log or billing purposes. The rbain CAC
was capable of triggering the proper RA CAC, ofaltieg the
Inter-domain link based on the data stored in tih¢ BB
(only bandwidth availability was considered in fhretotype),
and of returning the domain CAC decision to thelCali1]
Controller.

The demonstration succeeded in providing session
establishment and termination. In particular, theCGunction  [12]
was demonstrated by testing Video-on-Demand apfita
The video degradation due to background traffic Waﬁ3]
effectively overcome by upgrading the CoS of thpliaption
from standard to real-time, thanks to resource rvasen
provided by the coordinated actions of CAC moduteshe
RMs and in the RAs.

PRELIMINARY IMPLEMENTATION RESULTS
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